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Motivation

- B
@Design Complexity:

@From 10 to 100+ Coresl!
aPerformance:

@Requirements Go Up!

oPower Budget Remains Fixed

@Scalability:

@Current Architectures
Cannot Keep Up!
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Bus Architectures

( )

@Sonics MicroNetwork
aHighly Parameterizable, TDMA-based Bus

@STBus / AMBA

aHigh Performance, Support Instantiation of Various Topologies

Example: AMBA
m Master port

Slave port
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System-
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Bus Architectures

= )
oProtocol

oL acks parallelism

@ Traditionally:
@in order completion

@no multiple outstanding transactions
@High arbitration overhead

@Bus architecture exposed

@Hinders IP integration

a@Topology

@Scalability limitation of shared bus solution
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Networks on Chips

Network Interface
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Networks on Chips

aNoC Architectures
@SPIN, DATEOO
@Dally & Towles, DAC0!
@Aethereal, DATEODS3
axpipes, IccDO3
aDesign Tools
@Power Analysis: T. Ye et al, DACOZ2
axpipes Compiler: A. Jalabert et al, DATE U4

oIndustry

@Arteris, STmicroelectronics
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Xpipes Lite: Redesign

@Second xpipes Design Library Version
@Complete Redesign!
@Goals:

@High Performance
@Automated Synthesis

@Comparison With Original xpipes Library
@Lower Latency (7 to 2 stage switches)
oFully Synthesizablel



NetChip: A Design Flow for Networks on Chips

Introduction Lite Version
xpipes Lite Architecture NI Architecture

Design Flow Packetization
Experimental Results = Switch Architecture

Xpipes Lite: Network Interface

OCP

@End-to-end communication protocol
a@Independent request/response
aCan be tailored to core features

@Support for sideband signals
@interrupts

aEfficient burst handling
aSupports threading extensions

Network Interface

Transaction centric Network protocol

ni_initiator ni_target
OCP request xXpipes recuest oCP
protocol channel protocs channzl ~rotocol
xpipes
netwark
acCP responss pipes responss Ll =
protocol channel protocol channel arotocol
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Xpipes Lite: Packetization

Packetization

Header register (about 50 bits): one for every transaction

OcCP Routing Address Burst control
from MAddr after LU

r
|"

/% Flit decomposition

! "-HL‘-,_‘_ ‘h"-\‘k
. ]

Payload register: one for every burst beat

Flitidecatmposition

First beat of

ek a burst read

Flit 5

Flit &
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Xpipes Lite: Switch

Experimental Results

Switch Architecture

" @0utput Queued
oBuffering for Performance
@ACK/nACK Flow & Error Control

@Support for Asymmetric Topologies
| oDesigned for Pipelined, Unreliable Links

Switch

Allocator
Arbiter

Crossbar

L,

ol

il

= R
@ACK/nACK Flow & Error Control
@2-stage pipelined
@High Speed (16Hz @ 130nm)
@Wormhole Switching
@Arbitration: Fixed / RR

@Source Based Routing
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High Level View

NoC Synthesis Flow

a@Typical SoC Application Characteristics
aComplex
aHighly Heterogeneous

aCommunication Intensive

axpipes: Synthesizable, High Performance, Heterogeneous NoC Infrastructure

J
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NetChip NoC Synthesis Flow

Topology Instantiation
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Topology Instantiation

@Creates a Class Template For Each Network Component Type

@Component Optimizations
oI/0 Ports
eBuffer Sizes
@Hierarchical System Instantiation
aSynthesis View
eSimulation View

@Topology 2 -

o Routing tables xpipes Lite

I I
I
&
@ Parameters : OSE,?S,?; ! _JI 1
o (flit width, buffering, ...) ——— —— /@’ =

\ /,7 ‘_\I\
/ \
~' xpipes

compiler
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Network Interface

Transaction centric Network protocol
ni_initiator ni_target
QCPk request xpipes request [ lad =)
protocol channel protoc channzl srotocol
Hpipes
netwark
oCP response pipes responss oCP
protocol channel protocol channel arotocol
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NI Synthesis Results

Area (mm
Flit Chutput Buifer Stages
Width 4 10 04
Initiator Nis
h‘i\‘ 0.025 | 0.057 | 0.093
32 ©.036>| 0.061 | 0.179
54 0051 | 0.111 | D361
1N 0.002 | 0.186 | 0.724
Target Nls
10 WIEEN U EE RS
32 Q.045>| 0.078 | 0.193
64 0.063 | 0.114 | 0352
128 0.117 | 0.230 | 0.701
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Flht Cutput Buifer Stages
Width 4 16 GE!
~| Initiator NIs

To—__ || 227 | 304 549.6

32 (3350 477 | 1048
64 403 | 771 | 1948
I8 878 | 1445 | 3703

16 L 215 | 348 6.2.6
32 36.95 511 106.9
64 54 | 82 194 3
128 3| 151.1 | 3825
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Switch Synthesis Results

Area (mm
Flit Output Butfer Stages
Width q | 10
| 4x4 Switches |
I 004 @ TGHz 0176 (@ 1 GH=z
;\‘l ’\{L[J'Q'/l\/@ 1 GHz 0214 @ 1 GHz
64 0.Tol1 @ 1 GHz 0378 @ 1 GHz
\128 0.311 @ 1 GHz 0.777 @ 1 GHz
| 4x0 Switches |
10 | D091 @ 990 MHz | 0.220 @ 920 MHz
2 (0.151)@ 970 MHz | 0.389 @ 950 MHz
U787 @ 970 MHz | 0.777 @ 915 MHz
12 0.518 @ 925 MHz | 1.637 @ 900 MHz
| N 0x4 Switches |
16 ¥ 0070 @ 980 MHz | 0.167 @ 900 MHz
32 0.112 @ 950 MHz | 0.268 @ 900 MHz
64 0713 @ 935 MHz | 0.533 @ 890 MHz
128 0.400 @ 875> MHz | 1.028 @ 830 MHz
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Flit Cutput Bufier Stages
Width T ] 16

\| Fx4 Switches |

e [ H1 627
32 T |IC555 0] 1169

64 e 2103
128 1901 4305

f 4x6 Switches |
16 w|[_423 001

32 |[(79.73 1708
4 83 | 3344
13 || 2832 | 6173

| \ 0x4 Switches |

16 w338 691
32 L6295 1232
64 n73 237.6

128 2234 4535
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Area Breakdown & Mesh Case Study

= 2\
0.45
04
0.35 —
< 03 [ ] —{ | @ Initiator NI
E 0.25 —{ |0 Target NI
o 0.2 | | | O4x4 switch
< 0.15 o L | | O 6x4 switch
0.1 _ M 1 N
0.05 [ ] —
0 inl \
16 32 64 128
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\_ /

' @A 3x4 xpipes mesh for 4 processors and 7 slaves occupies ~2,2 mm2
@Initiator NI / Target NI / 4x4 Switch @ 1GHZ
- @6x4 Switch @ 875 - 980 MHz
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Synthesis Tradeoffs for NoC Soft Cores

@Greater Opportunity for Optimization
@Various Power/Frequency/Area Tradeoffs!

32bit 5x5 Switches

0.180 -

Area (mm2)
o
E

0.100 | | |
0 500 1000 1500

Frequency (MHz)



Introduction
xpipes Lite Architecture

Design Flow

NI Synthesis

NetChip: A Design Flow for Networks on Chips

Switch Synthesis

Abstraction

Experimental Results

The Power of Abstraction: Shift Efforts at a Higher Abstraction Layer

The Power of

‘ Quick and Accurate Estimations

Sample xpipes Topologies

P [ [n] Pl Mo P2 M2
P M1 P . M1 P3 _ M3
=l 11x11 . - switch e -] switch (et—e
P2 switch M2
P3 [ B
=l ol — - 51_:5
is] t t t aharad SCUIEL glaves
(o)
gharad sysiem slaves gyatem
Fewer Clock Cycles (Latency Gains) 925MHZ, .51mm2 (+10% Performancel)

However: 780MHZ, .48mm?2 area

OR: 850MHz, .42mm?2 (-14% Area)
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Conclusion

- )

@Complete Synthesis Oriented Design Flow for NoCs
@Automatic NoC Generation from Application Graph

oParallel Synthesis & Simulation Design Flows
@High Speed, Highly Parameterizable Design Library

@Allows Faster & More Accurate Design Space Exploration
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Thank You!

Stergios Stergiou

Stanford University, CA, USA

P, T
™ P
Pt P
P )
Far £

I - 1]
| E =9
E i 0
bl =
i el ]
1
L ) g
O y g
" L

Ay
.-.__i':._g YRR oy



